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Development of AI has been driven by benchmarks and datasets.

Computer Vision: (Russakovsky et al. 2015)

NLP: (Rajpurkar et al. 2016),         

(Wang et al. 2018)
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• Word2Vec
• Glove

• ELMo
• GPT-1

• BERT
• RoBERTa
• GPT-2
…

Superhuman performance achieved

Model vs. Human on Static Benchmarks

Human won Human still won
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Superhuman at NLU?
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Are current NLU models genuinely as good as their high 
performance on static benchmark?
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Overestimated NLU Ability
The state-of-the-art models learn to exploit spurious statistical patterns 
and are vulnerable to adversaries.
Adversary for reading comprehension
(Jia and Liang, 2017)

Adversary for natural language inference
(Nie et al., 2018)
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Overestimated NLU Ability

Adversary for reading comprehension
(Jia and Liang, 2017)

Adversary for natural language inference
(Nie et al., 2018)

§ Annotation artifacts (Gururangan et al., 2018, Poliak et al. 2018)
§ Breaking NLI with lexical inference (Glockner et al., 2018)
§ Pathologies of Neural Models (Feng et al., 2018)
§ Modeling task or annotator? (Geva et al., 2019)
§ Right for the wrong reason (McCoy et al., 2019)
…

The state-of-the-art models learn to exploit spurious statistical patterns 
and are vulnerable to adversaries.
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Performance is Overestimated

Model brittleness can be exposed by researchers or non-experts.

General NLU is still far from achieved despite the high performance.

How to solve the benchmark fast-saturation and robustness issues?
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HAMLET
Human-And-Model-in-the-Loop Enabled Training

Context is also premise according to NLI terminology. 14
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Related work
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Adversarial NLI (ANLI)

Analogy: white-hat hackers finding vulnerabilities in models, which we then patch for the next round.

Three rounds of data collection.
- Round 1

Model: BERT (Trained on SNLI+MNLI)
Domain: Wikipedia

- Round 2
Model: RoBERTa ensemble (Trained on SNLI+MNLI+FEVER+A1)
Domain: Wikipedia

- Round 3
Model: RoBERTa ensemble (Trained on SNLI+MNLI+FEVER+A1+A2)
Domains: Wikipedia, News, Fiction, Spoken, WikiHow, RTE5
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Adversarial NLI (ANLI)

Analogy: white-hat hackers finding vulnerabilities in models, which we then patch for the next round.

Three rounds of data collection.
- Round 1 (A1)

Model: BERT (Trained on SNLI+MNLI)
Domain: Wikipedia

- Round 2 (A2)
Model: RoBERTa ensemble (Trained on SNLI+MNLI+FEVER+A1)
Domain: Wikipedia

- Round 3 (A3)
Model: RoBERTa ensemble (Trained on SNLI+MNLI+FEVER+A1+A2)
Domains: Wikipedia, News, Fiction, Spoken, WikiHow, RTE5

Dataset Genre Context Train / Dev / Test Model error rate Tries Time (sec.)
Unverified Verified mean/median per verified ex.

A1 Wiki 2,080 16,946 / 1,000 / 1,000 29.68% 18.33% 3.4 / 2.0 199.2 / 125.2

A2 Wiki 2,694 45,460 / 1,000 / 1,000 16.59% 8.07% 6.4 / 4.0 355.3 / 189.1

A3 Various 6,002 100,459 / 1,200 / 1,200 17.47% 8.60% 6.4 / 4.0 284.0 / 157.0
(Wiki subset) 1,000 19,920 / 200 / 200 14.79% 6.92% 7.4 / 5.0 337.3 / 189.6

ANLI Various 10,776 162,865 / 3,200 / 3,200 18.54% 9.52% 5.7 / 3.0 282.9 / 156.3

Table 2: Dataset statistics: ‘Model error rate’ is the percentage of examples that the model got wrong; ‘unverified’
is the overall percentage, while ‘verified’ is the percentage that was verified by at least 2 human annotators.

selected the model with the best performance on
the A1 development set. Then, using the hyperpa-
rameters selected from this search, we created a
final set of models by training several models with
different random seeds. During annotation, we con-
structed an ensemble by randomly picking a model
from the model set as the adversary each turn. This
helps us avoid annotators exploiting vulnerabilities
in one single model. A new non-overlapping set of
contexts was again constructed from Wikipedia via
HotpotQA using the same method as Round 1.

2.5 Round 3
For the third round, we selected a more diverse
set of contexts, in order to explore robustness un-
der domain transfer. In addition to contexts from
Wikipedia for Round 3, we also included con-
texts from the following domains: News (extracted
from Common Crawl), fiction (extracted from Sto-
ryCloze (Mostafazadeh et al., 2016) and CBT (Hill
et al., 2015)), formal spoken text (excerpted from
court and presidential debate transcripts in the Man-
ually Annotated Sub-Corpus (MASC) of the Open
American National Corpus3), and causal or pro-
cedural text, which describes sequences of events
or actions, extracted from WikiHow. Finally, we
also collected annotations using the longer contexts
present in the GLUE RTE training data, which
came from the RTE5 dataset (Bentivogli et al.,
2009). We trained an even stronger RoBERTa en-
semble by adding the training set from the second
round (A2) to the training data.

2.6 Comparing with other datasets
The ANLI dataset, comprising three rounds, im-
proves upon previous work in several ways. First,
and most obviously, the dataset is collected to
be more difficult than previous datasets, by de-
sign. Second, it remedies a problem with SNLI,

3anc.org/data/masc/corpus/

namely that its contexts (or premises) are very
short, because they were selected from the image
captioning domain. We believe longer contexts
should naturally lead to harder examples, and so
we constructed ANLI contexts from longer, multi-
sentence source material.

Following previous observations that models
might exploit spurious biases in NLI hypotheses,
(Gururangan et al., 2018; Poliak et al., 2018), we
conduct a study of the performance of hypothesis-
only models on our dataset. We show that such
models perform poorly on our test sets.

With respect to data generation with naı̈ve anno-
tators, Geva et al. (2019) noted that models can pick
up on annotator bias, modelling annotator artefacts
rather than the intended reasoning phenomenon.
To counter this, we selected a subset of annotators
(i.e., the “exclusive” workers) whose data would
only be included in the test set. This enables us to
avoid overfitting to the writing style biases of par-
ticular annotators, and also to determine how much
individual annotator bias is present for the main
portion of the data. Examples from each round of
dataset collection are provided in Table 1.

Furthermore, our dataset poses new challenges
to the community that were less relevant for previ-
ous work, such as: can we improve performance
online without having to train a new model from
scratch every round, how can we overcome catas-
trophic forgetting, how do we deal with mixed
model biases, etc. Because the training set includes
examples that the model got right but were not veri-
fied, learning from noisy and potentially unverified
data becomes an additional interesting challenge.

3 Dataset statistics

The dataset statistics can be found in Table 2. The
number of examples we collected increases per
round, starting with approximately 19k examples
for Round 1, to around 47k examples for Round 2,
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Collection Statistics
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Error rate halved with 3 rounds

Room for improvement on NLI still exists
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Findings
Base model (backend model in the collection) performance is low
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NLI Stress Test
Model SNLI-Hard NLI Stress Tests

AT (m/mm) NR LN (m/mm) NG (m/mm) WO (m/mm) SE (m/mm)

Previous models 72.7 14.4 / 10.2 28.8 58.7 / 59.4 48.8 / 46.6 50.0 / 50.2 58.3 / 59.4

BERT (All) 82.3 75.0 / 72.9 65.8 84.2 / 84.6 64.9 / 64.4 61.6 / 60.6 78.3 / 78.3
XLNet (All) 83.5 88.2 / 87.1 85.4 87.5 / 87.5 59.9 / 60.0 68.7 / 66.1 84.3 / 84.4
RoBERTa (S+M+F) 84.5 81.6 / 77.2 62.1 88.0 / 88.5 61.9 / 61.9 67.9 / 66.2 86.2 / 86.5
RoBERTa (All) 84.7 85.9 / 82.1 80.6 88.4 / 88.5 62.2 / 61.9 67.4 / 65.6 86.3 / 86.7

Table 4: Model Performance on NLI stress tests (tuned on their respective dev. sets). All=S+M+F+ANLI.
AT=‘Antonym’; ‘NR’=Numerical Reasoning; ‘LN’=Length; ‘NG’=Negation; ‘WO’=Word Overlap; ‘SE’=Spell
Error. Previous models refers to the Naik et al. (2018) implementation of Conneau et al. (2017, InferSent) for the
Stress Tests, and to the Gururangan et al. (2018) implementation of Gong et al. (2018, DIIN) for SNLI-Hard.

Train Data A1 A2 A3 S M-m/mm

SMD1+SMD2 45.1 26.1 27.1 92.5 89.8/89.7
SMD1+A 72.6 42.9 42.0 92.3 90.3/89.6

SM 48.0 24.8 31.1 93.2 90.8/90.6
SMD3+A 73.3 42.4 40.5 93.3 90.8/90.7

Table 5: RoBERTa performance on dev set with differ-
ent training data. S=SNLI, M=MNLI, A=A1+A2+A3.
‘SM’ refers to combined S and M training set. D1, D2,
D3 means down-sampling SM s.t. |SMD2|=|A| and
|SMD3|+|A|=|SM|. Therefore, training sizes are identi-
cal in every pair of rows.

the NLI stress tests (Naik et al., 2018) (see Ap-
pendix A for details). The results are in Table 4.
We observe that all our models outperform the mod-
els presented in original papers for these common
stress tests. The RoBERTa models perform best
on SNLI-Hard and achieve accuracy levels in the
high 80s on the ‘antonym’ (AT), ‘numerical rea-
soning’ (NR), ‘length’ (LN), ‘spelling error’(SE)
sub-datasets, and show marked improvement on
both ‘negation’ (NG), and ‘word overlap’ (WO).
Training on ANLI appears to be particularly useful
for the AT, NR, NG and WO stress tests.

4.3 Hypothesis-only results

For SNLI and MNLI, concerns have been raised
about the propensity of models to pick up on spuri-
ous artifacts that are present just in the hypotheses
(Gururangan et al., 2018; Poliak et al., 2018). Here,
we compare full models to models trained only
on the hypothesis (marked H). Table 6 reports re-
sults on ANLI, as well as on SNLI and MNLI. The
table shows that hypothesis-only models perform
poorly on ANLI5, and obtain good performance
on SNLI and MNLI. Hypothesis-only performance

5Obviously, without manual intervention, some bias re-
mains in how people phrase hypotheses—e.g., contradiction
might have more negation—which explains why hypothesis-
only performs slightly above chance when trained on ANLI.

Train Data A1 A2 A3 S M-m/mm

ALL 73.8 48.9 44.4 92.6 91.0/90.6
S+M 47.6 25.4 22.1 92.6 90.8/90.6
ANLI-Only 71.3 43.3 43.0 83.5 86.3/86.5

ALLH 49.7 46.3 42.8 71.4 60.2/59.8
S+MH 33.1 29.4 32.2 71.8 62.0/62.0
ANLI-OnlyH 51.0 42.6 41.5 47.0 51.9/54.5

Table 6: Performance of RoBERTa with different
data combinations. ALL=S,M,F,ANLI. Hypothesis-
only models are marked H where they are trained and
tested with only hypothesis texts.

decreases over rounds for ANLI.
We observe that in rounds 2 and 3, RoBERTa is

not much better than hypothesis-only. This could
mean two things: either the test data is very diffi-
cult, or the training data is not good. To rule out the
latter, we trained only on ANLI (⇠163k training
examples): RoBERTa matches BERT when trained
on the much larger, fully in-domain SNLI+MNLI
combined dataset (943k training examples) on
MNLI, with both getting ⇠86 (the third row in
Table 6). Hence, this shows that the test sets are so
difficult that state-of-the-art models cannot outper-
form a hypothesis-only prior.

5 Linguistic analysis

We explore the types of inferences that fooled mod-
els by manually annotating 500 examples from
each round’s development set. A dynamically
evolving dataset offers the unique opportunity to
track how model error rates change over time.
Since each round’s development set contains only
verified examples, we can investigate two interest-
ing questions: which types of inference do writers
employ to fool the models, and are base models dif-
ferentially sensitive to different types of reasoning?

The results are summarized in Table 7. We de-
vised an inference ontology containing six types of
inference: Numerical & Quantitative (i.e., reason-

All=S+M+F+ANLI; 
AT=Antonym; NR=Numerical Reasoning; LN=Length; NG=Negation; WO=Word Overlap SE=Spell Error

Training on ANLI is useful for the Antonym, Numerical Reasoning, and Negation.
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Analysis
What kind of vulnerabilities do annotators find?

41

Type of inference in the data changed, and so are the model weaknesses.



Examples
Premise Hypothesis Reason Model

Prediction
Human
Label

Linguistic
Annotation

Kota Ramakrishna Karanth (born May 1, 
1894) was an Indian lawyer and politician
who served as the Minister of Land 
Revenue for the Madras Presidency from 
March 1, 1946 to March 23, 1947. He was 
the elder brother of noted Kannada 
novelist K. Shivarama Karanth.

Kota Ramakrishna 
Karanth has a brother 
who was a novelist 
and a politician.

Although Kota 
Ramakrishna 
Karanth’s brother is a 
novelist, we do not 
know if the brother is 
also a politician

Entailment Neutral Standard 
Conjunction, 
Reasoning 
Plausibility 
Likely, Tricky 
Syntactic



Discussion
Discussion:
• HAMLET is model-agnostic. (Ensemble different backend models)
• It can be easily applied to any classification tasks.

What is underexplored?:
• How to extend the framework to generation tasks.
• Cost and time trade-off between adversarial and static data collection.
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Summary

• NLU is far from solved;
• HAMLET (Human-And-Model-in-the-Loop-Enabled-Training);
• We applied it to NLI and collect ANLI;
• The procedure can provide more difficult and iterative benchmarks.

“… all of our models smaller than GPT-3 perform at almost exactly random chance on ANLI, 

even in the few-shot setting (∼33%), whereas GPT-3 itself shows signs of life on Round 3.”

GPT-3 performance on ANLI(A1/A2/A3): 36.8/34.0/40.2

Ideally, in its limit, HAMLET can help converge towards “real NLU” 
Adversarial collecting & training help improve robustness
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Thank you

Demo: https://adversarialnli.com/
GitHub: https://github.com/facebookresearch/anli/
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